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This article investigates the performance of Al,O5:C optically stimulated luminescence dosimeters
(OSLDs) for application in radiotherapy. Central-axis depth dose curves and optically stimulated
luminescence (OSL) responses were obtained in a water phantom for 6 and 18 MV photons, and for
6, 9, 12, 16, and 20 MeV electron beams from a Varian 21EX linear accelerator. Single OSL
measurements could be repeated with a precision of 0.7% (one standard deviation) and the differ-
ences between absorbed doses measured with OSLDs and an ionization chamber were within +1%
for photon beams. Similar results were obtained for electron beams in the low-gradient region after
correction for a 1.9% photon-to-electron bias. The distance-to-agreement values were of the order
of 0.5-1.0 mm for electrons in high dose gradient regions. Additional investigations also demon-
strated that the OSL response dependence on dose rate, field size, and irradiation temperature is less
than 1% in the conditions of the present study. Regarding the beam energy/quality dependence, the
relative response of the OSLD for 18 MV was (0.51+0.48)% of the response for the 6 MV photon
beam. The OSLD response for the electron beams relative to the 6 MV photon beam. The OSLD
response for the electron beams relative to the 6 MV photon beam was in average 1.9% higher, but
this result requires further confirmation. The relative response did not seem to vary with electron
energy at d,,, within the experimental uncertainties (0.5% in average) and, therefore, a fixed
correction factor of 1.9% eliminated the energy dependence in our experimental
conditions. © 2008 American Association of Physicists in Medicine. [DOIL: 10.1118/1.2816106]

Key words: optically stimulated luminescence, Al,O5:C, passive dosimetry, radiotherapy, mailed
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I. INTRODUCTION

Solid-state passive dosimeters, mainly thermoluminescence
dosimeters (TLDs), have been used to measure absorbed
dose in radiotherapy for decades, offering advantages over
many other dosimetry systems because of their small size,
high sensitivity, measurement of integrated dose, lack of de-
pendence on dose rate, possibility of multiple point measure-
ments, and freedom from cables and high voltages.1 Due to
their properties and versatility, solid state passive dosimeters
continue to play a role in radiotherapy using photons and
electrons beams, >’ principally in mailed dosimetry intercom-
parisons and validation,*™® in vivo dosimetry, phantom mea-
surements for  quality assurance, '’ patient  dose
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verification,'"'? and investigations of the extra target and
whole-body dose.'>!

Modern radiotherapy imposes new challenges for dosim-
etry systems in terms of absolute and spatial precision and
accuracy. Treatments such as intensity modulated radiation
therapy (IMRT) are capable of creating dose distributions
with large dose gradients to conform better to the tumor,
spare critical organs, and minimize the dose to healthy
tissue."” These challenges incite investigations of new solid
state passive dosimeters that can offer high precision, such as
the optically stimulated luminescence dosimeter (OSLD).

Optically stimulated luminescence (OSL) is a technique
that gained large acceptance in personal dosimetry during the
last decade with the development of a high-sensitive dosim-
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eter, carbon-doped aluminum oxide (Al,O5:C), and the in-
troduction of the commercial Luxel™ dosimetry systenl.l&19
Irradiated OSL dosimeters emit luminescence when exposed
to light of appropriate wavelength. The physical process is
similar to the TL process, with the exception that light, in-
stead of heat, is used to stimulate the population of charges
trapped at crystal defects created by exposure to ionizing
radiation.

Al,O5:C is the material of choice in OSL dosimetry due
to its high sensitivity, linearity of response, relatively low
effective atomic number (11.28),21 and absence of
fading.'”** Even though TL of ALO;:C is already 40—60
times the sensitivity of LiF:Mg,Ti TLDs, only the OSL
technique takes full advantage of the material’s high optical
sensitivity and avoids problems associated with the thermal
quenching of the luminescence.'® The response is linear up
to ~50-100 Gy, if only the main luminescence center (a
broadband centered at 420 nm characteristic of F-centers in
AL,O5:C) is detected.'®?

In spite of the similarities with the TL technique, the ap-
plication of OSL in radiotherapy has been hampered by the
lack of studies on the characteristics of Al,O5:C OSLDs for
dosimetry of high-energy beams used in radiotherapy. How-
ever, this situation is starting to change.

Meeks et al. used OSLDs (Luxel™) to investigate the
extra-target dose delivered to patients during intracranial and
head and neck IMRT treatments. A preliminary test per-
formed with OSLDs exposed to known doses between 0 and
0.264 Gy from a 10 MV linear accelerator photon beam re-
vealed differences of up to 4.7% between the expected and
measured doses.”* Schembri and Heijmen also looked into
using OSLDs in radiotherapy, having investigated fading,
dosimeter response variations, dose rate dependence, linear-
ity, beam quality dependence, field size and depth depen-
dence, and response outside the radiation field for irradia-
tions in a polystyrene phantom.25 In both studies, the OSLDs
were sent to Landauer Inc. for readout. The results from
Schembri and Heijmen are very helpful to understand the
performance of OSLDs with commercially available ser-
vices. Their results showed a dependence on dose rates
smaller than 1%, linear response below 2 Gy with onset of
supralinearity for higher doses, differences between photon
and electron beam responses equal to 3.7%, and a difference
of 4.1% between 6 and 18 MV photon beams. The deviations
due to field size were within +2.5%.

We recently introduced an OSL readout methodology that
resulted in dose estimates with uncertainty for a single read-
out (experimental standard deviation) of ~0.7%, which rep-
resents a considerable improvement over commercially
available systems.26 This reproducibility is given by the ex-
perimental standard deviation of the OSL response of 50
dosimeters irradiated with a dose of 0.665 Gy from a 6 MV
photon beam with a SSD of 100 cm at a 10 cm depth in
water phantom. A preliminary depth dose curve obtained in
water phantom using the 6 MV photon beam showed good
agreement between the OSL values and the Varian linear
accelerator commissioning data, the maximum difference ob-
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served being 1.1%. These results were obtained using an
automated reader”’ without control of mass of the dosimeters
and equipment sensitivity, and without correction for fading
or time elapsed since irradiation. The reproducibility previ-
ously mentioned can be compared with results from Izewska
et al. showing a standard deviation of 0.8% for an average of
8 TLD readings,6 and results from Kirby er al. showing a
standard deviation of 1.4% for single TLD readouts.’ Using
commercial OSLD readout, Schembri and Heijmen obtained
distributions with standard deviation between 1.0 and 3.2%
in six measurement sessions.”

The results obtained with the proposed methodology mo-
tivated the present investigations on the performance of
Al,0O5:C OSLDs for other photon and electron beams. These
investigations are also motivated by the increased use of
OSL in medical dosimetry using commercially available
systems,zg_34 parallel advances in the development of in vivo
real-time dosimetry systems for radiotherapy that use
Al,O5:C probes connected to a reader via optical fiber
cables,” ™' and the consequent need for an independent
characterization of Al,O5:C.

The present work investigates the performance of
Al,O3:C OSLDs using a variety of photon and electron
beam energies at different depths in a water phantom under
different conditions of dose rate, temperature, and field size.
The objective is to determine the accuracy and precision of
the OSL measurements using the new methodology, as com-
pared to an ionization chamber used for calibration of the
linear accelerators. We also intend to investigate the depen-
dence of the OSLDs on beam energy, dose rate, field size,
and irradiation temperature within a radiation therapy opera-
tional setup.

Il. MATERIALS AND METHODS
Il.LA. Dosimeters

The OSLDs used in this study are 7 mm in diameter and
0.3 mm thick and consist of polyester film containing
Al,05:C powder (grain sizes <105 wm). The dosimeters
were prepared from new Luxel™ dosimeters (Landauer
Inc.)" using a hole puncher. No strict control in the dosim-
eter mass was necessary; the OSL readout procedure used in
this study was shown to take into account any variation in
the mass or sensitivity of the dosimeters.”® Before irradia-
tion, the dosimeters were illuminated with yellow light from
a halogen lamp filtered by a yellow glass Kopp 3-69 filter to
eliminate any signal accumulated during storage.

For the irradiations, the dosimeters were packaged with
black tape (34.0 mg/cm? on each side of the package) to
prevent exposure to light during irradiation, transportation,
and handling, with each package containing three to five do-
simeters placed side by side. The total thickness of the pack-
ages was 0.9 mm. Packages containing only one dosimeter
were also prepared to test whether the number of dosimeters
in the package influences the results, but no difference was
observed for a 10 cm X 10 cm field size within the experi-
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FiG. 1. Dosimeter holder containing one OSLD package inside the water
phantom. The dosimeter holder was designed for these experiments and
consisted of water equivalent plastic containing thin nylon strings across the
diagonals to support the packages.

mental uncertainties. In these experiments the dosimeters
were not reused and the possibility of reusing them was not
investigated at this time.

1.B. Irradiations

Irradiations with photon and electron beams were carried
out using a Varian 21 EX linear accelerator at the Depart-
ment of Radiation Oncology, University of Oklahoma Health
Sciences Center. The irradiations were performed inside a
40 cm X 45 cm X 38 cm  water phantom from Radiation
Products Design Inc. (model 691-015), filled with water to a
depth of 30 cm. The accelerator was calibrated with a
10 cm X 10 cm field size source-to-surface distance (SSD)
setup using TG-51 calibration protocol at a depth of 10 cm.”

For the irradiations, a holder specially designed for these
experiments supported each dosimeter package inside the
water phantom. The holder consists of a 1 cm thick 12 cm
X 12 cm square frame, machined from a slab of water
equivalent plastic (Plastic Water™, Computerized Imaging
Reference Systems, Inc.), which is optimized to simulate wa-
ter at energies between 0.5 and 100 MeV. The frame con-
tains four 0.2 mm diameter nylon strings across the diago-
nals to hold the dosimeter package from both sides (Fig. 1).
The holder was connected to the positioning system that con-
trols the vertical position of the holder via a remote digital
motor drive controller, thus allowing the precise positioning
of the dosimeter packages inside the water phantom.

Before each irradiation sequence, the SSD was carefully
monitored with the optical distance indicator (ODI). The do-
simeter in the holder was then positioned at the water surface
and aligned with the central axis of the linear accelerator. At
this position, the digital indicator of the motor drive control-
ler was reset. The dosimeter was then moved to the desired
depth using the calibrated motor drive controller. To avoid
possible backlash positioning errors, the procedure was car-
ried out only in the downward direction.

Every time the holder was brought to the surface, the
procedure previously described was repeated to eliminate er-
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rors due to backlash. In addition, even during the irradiation
sequence the SSD was checked with the ODI to ensure that
no significant water was lost due to evaporation or the fre-
quent change of dosimeters.

The irradiations were performed with a 10 cmX 10 cm
field size and dose rate of 400 MU/min (4 Gy/min at d,,,,),
except when mentioned otherwise. The temperature of the
water was monitored using a mercury thermometer.

Additionally, a 40 mCi *°Sr/°°Y beta source integrated in
the Risg TL/OSL-DA-15 reader was also used to deliver a
reference dose to the OSLDs. The source is calibrated in
OCo gamma dose to water.

I.C. lonization chamber measurements

In this study, the OSL data was compared to ionization
chamber measurements. The central-axis percent depth dose
(PDD) curves for photons and electrons were obtained dur-
ing the annual routine calibration using two Scanditronix/
Wellhofer CC13 ionization chambers, a 3D Scanditronix/
Wellhofer Blue Water phantom tank, and a Scanditronix/
Wellhofer CUSOOE controller unit, with OmniPro Accept
software. For the investigation on the energy dependence of
OSLDs, the irradiations were carried out on the same day of
the monthly routine calibration. The monthly calibration was
performed using an Exradin Farmer A12 ionization chamber
and Standard Imaging Max 4000 electrometer. The annual
and monthly routine calibrations were carried out according
to the TG-51 calibration protocol.42

I.D. OSL readout equipment

The OSL measurements were carried out using an auto-
mated Risg TL/OSL-DA- 15 reader”’ (Risg National Labo-
ratory, Denmark) equipped with green LEDs for light stimu-
lation (525 nm, ~10 mW/cm?), and a photomultiplier tube
(PMT), model 9235QB (Electron Tubes Inc.), for detection
of the luminescence from the dosimeters. Hoya U-340 filters
(7.5 mm thickness; transmission between 290-390 nm) were
used in front of the PMT to block the stimulation light, while
allowing the OSL signal from the dosimeter to reach the
PMT. An extra 2 mm Schott glass filter WG-360 was used to
remove the UV component of the emission spectrum of
Al,O5:C, which shows an undesirable time-dependent in-
crease in intensity following irradiation”. In these condi-
tions, only the tail of the main luminescence band of
Al,O5:C is detected. This does not represent a problem,
since the material is sensitive enough to allow the estimation
of doses of the order of 0.1 mGy with the current equipment.
However, since the doses of interest in this case are 3-5
orders of magnitude higher, an additional aperture of 24 mm
in diameter was used in front of the PMT to reduce the
intensity of the OSL signal, avoiding PMT saturation and
nonlinearity of the PMT response.

I.E. OSL readout procedure

For each dosimeter, the readout procedure consisted of the
following steps:
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(1) The irradiated dosimeter was stimulated for 600 s to
record the OSL decay curve, from which the total
OSL signal S, due to the dose from the linear accel-
erator, was calculated.

(ii)  The dosimeter was then irradiated in a laboratory with
a reference dose of approximately 0.96 Gy using the
081/ source. (Note: the value of the dose used in
this step is not used in the calculations; it only needs
to be the same and reproducible throughout the pro-
cedure, including the determination of the calibration
curve.)

(iii) The dosimeter was again stimulated during 600 s to
record the OSL decay curve, from which the total
OSL signal Sk, this time due to the reference dose,
was calculated. The ratio S/Sy was then converted to
an absorbed dose using a calibration curve of S/Sg
versus the dose previously obtained with a separate
set of dosimeters.

Steps (ii) and (iii) were used to eliminate the influence of the
dosimeter mass, sensitivity, and reader sensitivity.26 In steps
(i) and (iii), the PMT signal during the last 10 s of stimula-
tion is considered as a background and subtracted from the
OSL curves before calculation of S and Sg.

A total of 24 dosimeters can be placed in the Risg reader
tray and loaded into the reader at one time. The process of
loading the dosimeters takes approximately 15 min and was
performed under subtle light (e.g., under 25 W red bulb
light). The reader then carried out the OSL readout and irra-
diation sequence automatically. Approximately ~20 min is
required for each dosimeter to be completely analyzed, since
the OSL readouts in steps (i) and (iii) take 10 min each. The
duration of the OSL readout is determined by the limitation
in the maximum power of the LEDs in the current equipment
(~10 mW/cm?). Higher stimulation intensities can read the
OSL signal faster,” reducing the readout time without loss of
quality in the results. The readout time can also be improved
by sampling the OSL signal for a shorter period, 1 s for
example, as usual in commercial systems. However, this may
introduce a dependence of the OSL on the total stimulation
energy delivered to the dosimeters that we wanted to avoid in
this study.

The calibration curve S/Sg versus the absorbed dose was
determined using a set of dosimeters irradiated with various
doses of a 6 MV photon beam, 10 cm X 10 cm field size,
SSD=100 cm, at 10 cm depth in the water phantom.

Except when mentioned otherwise, the standard devia-
tions presented in this study are the experimental standard
deviation (dispersion of individual results), therefore indicat-
ing the uncertainty associated with a single OSL
measurement.*

lll. RESULTS
lllLA. OSL dose response and calibration curve

The dose response of the OSLDs was determined using a
6 MV photon beam for doses between 6.65 cGy and
6.65 Gy, corresponding to irradiations from 10 to 1000 MU
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FIG. 2. (a) Total OSL signal S recorded after irradiation with different doses
from a 6 MV photon beam. The line represents the linear response in this
scale. (b) Total OSL signal Sy after the same dosimeters used in (a) are
irradiated with a *°Sr/ Y reference, as a function of the dose given by the
6 MV photon beam from the linear accelerator. The data points represent the
mean value of five dosimeters and the error bars represent the experimental
standard deviation.

at a 10 cm depth in water. Each dosimeter package contained
three dosimeters. The OSL readouts were carried out accord-
ing to the procedure described in Sec. II E, from which both
the signal S (due to the linear accelerator irradiation) and the
signal S (due to the reference dose) are obtained.

Figure 2(a) shows that the signal S resulting from the
6 MV photon irradiation is linear over the range of doses
investigated, with a possible small supralinearity for doses
above ~5 Gy. The experimental standard deviation of S, in-
dicated by the error bars, is relatively large (4.1% on aver-
age) because of variations in dosimeter mass and sensitivity.

The irradiations in the linear accelerator cause an increase
in the dosimeter’s sensitivity due to filling of deep traps that
are not emptied by the optical stimulation.** The effect of the
sensitization caused by the previous irradiation on Sy is il-
lustrated in Fig. 2(b), which shows the signal Sy as a function
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FiG. 3. (a) Ratio S/Sk between the OSL signal S after irradiation in the
accelerator with the indicated dose, and the OSL signal Sy after subsequent
irradiation with a reference dose. (b) Relative difference between the OSL
data and the fitted saturating exponential [Eq. (1)] with parameters a
=15.11£0.20 and 5=(0.0686+0.0011) Gy~'. The dashed lines are the rela-
tive standard deviation of the dose o, as a function of dose, calculated using
Eq. (2) and the above fitted values for a and b, as well as a covariance of
—2.12X 107* Gy~! obtained from the fitting procedure. The data points rep-
resent the mean value of five dosimeters and the error bars represent the
experimental standard deviation. [Note that the error bars are smaller than
the size of the symbols in (a).] Duplicate irradiations were carried out for
some doses.

of the dose previously delivered by the linear accelerator.
The experimental standard deviation of Sy is 3.7% on aver-
age. The signal Sy increases as much as 30% as the dose
previously delivered by the linear accelerator is increased
from 0.3 to 6.6 Gy. Consequently, S/Sg is not linear with
dose.

Figure 3(a) shows the ratio S/Sy plotted as a function of
the dose delivered by the linear accelerator. The error bars
indicate that the normalized OSL signal is S/Sy is character-
ized by a smaller dispersion than the values S, revealing the
advantage of using S/Sy for the analyses. The average rela-
tive experimental standard deviation of S/Sp is 0.63%, in
agreement with our previous investigation.26

We found that the dose response of S/Sy from Fig. 3(a)
can be described by a saturating exponential [Eq. (1)] of the
form

S
S—R=a(1—e_bD). (1)
with parameters a=15.11£0.20 and b

=(0.0686+0.0011) Gy™!. The relative difference between
S/Sk and the fitted curve is plotted in Fig. 3(b). With one
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exception, the errors are within +£1%. Since the S/Sk ratio
cancels sensitivity changes in the equipment, the same cali-
bration curve was used regardless of the day of readout. The
ratio S/Sy also cancels variations in the sensitivity between
different dosimeters within the same batch. (The possibility
of using the same calibration curve for different batches was
not tested, although it may represent an advantage of this
procedure, provided that the material properties other than
the sensitivity do not change significantly from batch to
batch.)

11l.B. Uncertainties associated with the calibration
curve

To determine the uncertainty associated with the use of
the calibration curve shown in Fig. 3 and represented by Eq.
(1), the standard deviation of the estimated doses was calcu-
lated based on Eq. (1), the standard deviation of the fitted
parameters a and b, the covariance between the fitted param-
eter cov(a,b), and the uncertainty o, in the variable x
=S/Sk using the following equation:43

, (oD\*, (oD\* , _[oD\(oD
op=\—| o, +|— ) o,+2| — || — |cov(a,D)
da ob da )\ db

2
(2

where D=D(x) is the inverse function of Eq. (1). The param-
eters a and b, respective uncertainties o, and o, and the
covariance term cov(a,b) between a and b were obtained
from the fit to the data in Fig. 3 (see caption in Fig. 3). The
relative standard deviation o./x associated with S/S, was
taken to be 0.63%.%

In Fig. 3(b), the curves corresponding to +o, [Eq. (2)] are
plotted as a function of dose [Fig. 3(b), dashed lines]. These
curves show that the uncertainty in the absorbed dose mea-
surements (using a single OSL dosimeter) remains approxi-
mately constant at 0.74% in the low dose range, increasing to
a maximum of 1.1% at 10 Gy.

lll.C. Depth dose curve for photons

Depth dose curves were measured for 6 and 18 MV pho-
tons using OSL packages containing either five dosimeters or
one dosimeter. The absorbed doses were obtained from the
S/Sk values of the irradiated dosimeters using the calibration
curve shown in Fig. 3(a). The OSL doses obtained were nor-
malized to the maximum dose to obtain the PDD values. The
PDD curves thus obtained were compared with the ioniza-
tion chamber reference data of the linear accelerator, as
shown in Fig. 4.

First of all, Fig. 4 shows that no difference was observed
between packages containing five dosimeters or one dosim-
eter. If we exclude the region of high dose gradients in the
build-up region (depth d<10 mm for 6 MV and d
<15 mm for 18 MV photons), the difference between the
absorbed dose for the packages with one dosimeter and five
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FIG. 4. Central-axis percent depth dose (PDD) curves for (a) 6 MV and (b)
18 MV photon beams obtained using OSLDs and the ionization chamber. In
both cases, data obtained using packages containing either five dosimeters or
one dosimeter are presented. The data points for packages containing mul-
tiple OSLDs are the mean value of the dosimeters, and the error bars (barely
visible) represent the experimental standard deviation. The insets show the
same data in the region around d,,,.

dosimeters is (=0.17%0.13)%. This is consistent with the as-
sertion that both dosimeter packages give the same result
within +20.

The absolute agreement between the OSL and the ioniza-
tion chamber data is also good in both cases. Excluding
again the high dose gradient regions, the distribution of rela-
tive errors for both photon energies had a mean value of
0.1% and a standard deviation of 0.7%. (In this study we
adopt the definition of relative error as the measurement mi-
nus the true value of the measurand, divided by the true
value of the measurand,43 where the “true value” is consid-
ered to be the ionization chamber value.) This means that in
~63% of the cases, the OSL data is within —0.6% and
+0.8% from the ionization chamber values. The maximum
relative errors were 1.7% for 6 MV photon beam (d
=130 mm) and 0.7% for 18 MV photon beam (d=20 mm).
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FIG. 5. Central-axis percent depth dose (PDD) curves for 6 MeV electron
beam obtained using OSLDs and the ionization chamber. The graph presents
three data sets obtained in subsequent sequences of irradiations. The data
points are the mean value of the dosimeters for each package, and the error
bars (barely visible) represent the experimental standard deviation.

The average experimental standard deviation of the values
from the 5 dosimeter package was 0.7%, in agreement with
our previously reported uncertainties.”®

As can be observed in Fig. 4, the OSL data also agrees
well with the ionization chamber values in the build-up re-
gion.

lll.D. Uncertainty associated with dosimeter
positioning

The precision for dosimeter positioning is more critical in
the determination of the depth-dose curves for electron
beams compared to photon beams because of the presence of
large dose gradients. To investigate the reproducibility in the
determination of the PDD curves for a 6 MeV electron
beam, we repeated the whole irradiation sequence three
times and compared the depth dose curves obtained.

The PDD values obtained for the irradiation sequences are
shown in Fig. 5. The distribution of relative errors in the
region of low dose gradients (depth d in the range 4 mm
<d<16 mm) had a mean value of 0.1% and a standard
deviation of 1.0%. (This result does not include the outlier in
set 2 corresponding to d=6 mm, which, given the precision
of the measurements, we attribute to a mistake in the posi-
tioning of the dosimeter during irradiation.) Again, this im-
plies that in ~63% of the cases, the OSL data are within
—0.9% and 1.1% from the ionization chamber data. In the
region of high dose gradients (d=18 mm) the mean
distance-to-agreement (DTA) value is 0.2 mm with a stan-
dard deviation of 0.5 mm. These values were calculated con-
sidering all three data sets.

llILLE. Depth dose curves for electrons

The depth dose curves were also measured for 9, 12, 16,
and 20 MeV electron beams using the same procedure em-
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FIG. 6. Central-axis percent depth dose (PDD) curves for (a) 9 MeV, (b) 12 MeV, (c) 16 MeV, and (d) 20 MeV electron beams obtained using OSLDs and
the ionization chamber. The data points are the mean value of the dosimeters for each package, and the error bars (barely visible) represent the experimental

standard deviation.

ployed in the previous sections. In all cases we used dosim-
eter packages containing five dosimeters. The OSL doses
were obtained from the S/S; for each dosimeter using the
6 MV photon calibration curve shown in Fig. 3. The OSL
doses were then normalized to the maximum dose to obtain
the PDD values.

The central-axis depth dose curves obtained using OSLDs
and ionization chamber are compared in Fig. 6. In the region
of low dose gradients (9 MeV: d<24 mm; 12 MeV: d
<38mm; 16MeV: d<50 mm; 20 MeV: d<60 mm),
the mean relative error is 0.1% with a standard devia-
tion of 0.8%. In the region of large dose gra-
dients (9 MeV: 26 mm<d=<45 mm; 12 MeV:
40 mm=d=<60 mm; 16 MeV: 55 mm=d=<80 mm;
20 MeV: 65 mm=<d=<90 mm), the mean DTA is 0.52 mm
with a standard deviation of 0.55 mm.

lll.F. Energy dependence

To determine the energy dependence of Al,O5:C for pho-
ton and electron beams, OSLDs were irradiated with
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100 MU at d,,,,, with the 6 and 18 MV photon beams and
with the 6, 9, 12, 16, and 20 MeV electron beams. The rou-
tine monthly calibration was performed in the same day, be-
fore the OSL irradiations. Each OSL package consisted of
five dosimeters, from which the absorbed doses were calcu-
lated using the calibration curve obtained using 6 MV pho-
ton irradiation shown in Fig. 3(a).

The response of the OSLDs relative to the 6 MV photon
beam is shown in Fig. 7. The relative response was calcu-
lated dividing the OSLD response by the machine calibration
factor obtained with the ionization chamber during the
monthly calibration. The results were then normalized to the
relative response for the 6 MV photon beam to eliminate
variations in the machine output between the day of the
present measurements and the day in which the OSL calibra-
tion curve was obtained, therefore isolating only effects due
to energy of the beam. The error bars in this case are the
combined standard deviation after appropriate uncertainty
propagation.43
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FiG. 7. Relative response of OSLDs for photon and electron beams of vari-
ous energies relative to the response for 6 MV photon beam. The uncor-
rected data for electrons shows an average over-response of 1.9%. The cor-
rected electron data were obtained dividing all uncorrected values for
electrons by a fixed value of 1.019.

For the photon beams, the difference between the 18 and
6 MV photon beams is (0.51+0.48)%, therefore identical
within a 95% confidence interval (20). In the case of the
electron beams, the response of the OSLDs (Fig. 7, “uncor-
rected data”) photon beam is on average 1.9% higher than
the response to the 6 MV photon beam. However, if the data
are corrected for this overresponse (Fig. 7, “corrected data”),
the relative response does not seem to depend on electron
energy within the experimental uncertainties.

lIl.G. Effect of dose rate, field size, and irradiation
temperature

Additional measurements were carried out to verify the
effect of dose rate, field size, and irradiation temperature on
the OSLDs. It must be mentioned that these experiments
were carried out with an earlier type of sample holder that
did not provide the same support for the dosimeters as the
new sample holder described in Sec. II B. However, the re-
sults were satisfactory and we did not consider it necessary
to repeat the measurements with the new holder.

The effect of dose rate variation was investigated irradi-
ating the OSLD packages, each containing three dosimeters,
with 200 MU at a 10 cm depth in water with dose rates of
100, 400, and 600 MU/min from a 6 MV photon beam, and
with 200 MU at a 2 cm depth in water with dose rates be-
tween 100 and 1000 MU/min from a 9 MeV electron beam.
It should be pointed out that this test only investigates the
dependence of OSL on the linear accelerator dose rate setting
and not the actual dose rate delivered to the dosimeter, given
that the dose by the linear accelerator is delivered in pulses
of variable pulse-repetition frequency.
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FiG. 8. Dose rate dependence of the OSL response S/Sy for 6 MV photon
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2 cm depth in the case of the 9 MeV electron beam. The data points are the
average dose of five OSLDs, normalized to the mean value of each respec-
tive data set, and the error bars represent the experimental standard
deviation.

The absorbed dose values obtained for the 6 MV photon
beam and the 9 MeV electron beam at different dose rates
are shown in Fig. 8. The variation in the OSL response in all
cases is smaller than +1%.

To investigate the effect of the field size, the dosimeter
packages were irradiated with 200 MU from a 6 MV photon
beam at a 10 cm depth in water using field sizes ranging
from 5 cm X5 cm to 30 cm X 30 cm. The doses determined
using OSLDs and the ionization chamber for different field
sizes are compared in Fig. 9. The maximum discrepancy ob-
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Fi1G. 9. Doses obtained using OSLDs and ionization chambers for different
field sizes. In all cases the irradiations were carried out with 6 MV photon
beam, 200 MU, and at 10 cm depth in water. The data points are the average
of 5 OSLDs and the error bars represent the experimental standard
deviation.
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tion with 100 MU and 10 cm depth in water. The data points are the average
of 5 OSLDs, normalized to the mean value of the room temperature points
(21 °C), and the error bars represent the experimental standard deviation.

served was 1%.

Finally, the effect of irradiation temperature was investi-
gated irradiating the OSLD packages in water at different
temperatures. The water temperature was raised from
~21 °C up to ~36 °C by gradually replacing the water in
the tank with hot tap water. The irradiations were carried out
using a 6 MV photon beam, with a 100 MU irradiation, at a
depth of 10 cm. The results on the temperature dependence
of the OSL signal presented in Fig. 10 show variations within
+1%. This result is in agreement with earlier investigations
on an optical fiber dosimetry system that uses Al,O5:C as a
probe.35 “> Edmund et al.*® observed a variation of ~1% in
the OSL signal of Al,O5:C crystals as the temperature is
increased from ~20 °C to ~40 °C when the integration
time is long (600 s of stimulation).

IV. DISCUSSION AND CONCLUSIONS

The results obtained in this work show that, apart from
errors introduced by positioning of the samples that will
naturally affect the results in regions of high dose gradient,
the OSL technique consistently gives results that are within
+1% of the values obtained with the ionization chamber. In
regions of high dose gradient for electron beams, the DTA is
of the order of 0.5-1.0 mm. Dose rate, field size, and tem-
perature did not affect the OSL results by more than 1%.

Regarding the beam energy/quality dependence for pho-
ton beams, the difference between the OSL response at
18 MV and the 6 MV photon beams is (0.51+0.48)%. This
result agrees with energy response investigation on Al,O5:C
optical fibers by Aznar.”® Also, Mobit ef al. predicted a dif-
ference of only 1.0% between 15 and 6 MV photon beams
using Monte Carlo calculations, although for a significantly
larger single crystal (2.85 mm diameter by [ mm
thickness).47 Nevertheless, it should be pointed out that
Schembri and Heijman observed a discrepancy of 3.7% for
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OSLDs irradiated in a polystyrene phantom irradiated with
18 and 6 MV photon beams, pointing out the need for more
detailed investigations on this relatively new material with
particular attention to the experimental conditions.”

For electron beams, an overresponse of 1.9% was ob-
served for the OSLDs when compared to the 6 MV photon
beam. At this point, the 1.9% overresponse cannot be attrib-
uted unequivocally to the OSLDs, since differences of the
order of 1.8% are observed depending on the model of cy-
lindrical ionization chamber used*”® or protocol adopted
(TG-21 versus TG—51).49’50 The results are also in contrast
with data from Schembri and Heijmen using polystyrene
phantom, which shows an underresponse for electrons of
3.7% compared to photon beams, demonstrating the need for
more investigations on the electron response of Al,O5:C.
Nevertheless, the OSLD response at d,,,,, does not seem to
depend on electron energy within the experimental uncer-
tainties (0.5% on average) and, therefore, a fixed correction
factor of 1.9% was sufficient to eliminate the difference be-
tween the electron data and the 6 MV photon data.

In spite of the promising results obtained in this study,
there are disadvantages to be considered in OSL dosimetry.
The first one is the intrinsic optical sensitivity of the dosim-
eters, which requires the OSLDs to be protected from light
after exposure to radiation. The second one is the availability
and cost of OSL readers capable of automatically performing
the procedure adopted in the present study. We believe the
latter is related to the fact that OSL is a relatively new tech-
nique; the technical gap may disappear as OSL applications
spread into fields other than personal dosimetry, in which
OSL dosimetry is already established. Regarding the optical
sensitivity, the advantages already introduced by OSL and
future developments in equipment may balance or even ex-
ceed the disadvantage of having to protect the OSLDs from
light, making it an attractive alternative to TLDs in applica-
tions such as mailed dosimetry and phantom measurements.
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